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Motivation

https://www.youtube.com/watc

h?v=Cv2YRCMWqBM

Watch Extra-P

overview video

https://www.youtube.com/watch?v=Cv2YRCMWqBM
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Motivation

CommunicationCommunication
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Motivation
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Motivation

Communication

We need to find 

scaling issues 

before they occur
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Motivation
Common performance 

analysis chart in a paper
Production reality
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Motivation

The noise-resilient model 

aligns with the theoretical 

expectation more closely



▪ LLVM-IR [2] plug-in into Score-P [3] framework  
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Noise-resilient measurements  

int foo(int a, int b)

{

}

Basic block 1

@Score-P counter

...

Basic block n

@Score-P counter

MPI_Bcast(A, n, MPI_INT, 

0, MPI_COMM_WORLD);

Computation Communication

• 𝑛 × 𝑝 × 4 bytes sent from the root

• 𝑛 × 4 bytes received at each process



▪ Performance Model Normal Format (PMNF) [1]
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Multi-parameter performance 
modeling

𝑓 𝑥1, … , 𝑥𝑚 = ෍

𝑘=1

𝑛

𝑐𝑘ෑ

𝑙=1

𝑚

𝑥𝑙
𝑖𝑘𝑙 ∙ 𝑙𝑜𝑔2

𝑗𝑘𝑙(𝑥𝑙)

Model candidates

▪ Constant 𝑐1
▪ Single parameter 𝑐1 + 𝑐2 ⋅ 𝑥1
▪ Multiple parameters

▪ Additive 𝑐1 + 𝑐2 ⋅ 𝑥1 + 𝑐3 ⋅ 𝑥2
▪ Multiplicative 𝑐1 + 𝑐2 ⋅ 𝑥1 ⋅ 𝑥2
▪ Complex 𝑐1 +𝑐2 ⋅ 𝑥1 ⋅ 𝑥2 + 𝑐3 ⋅ log 𝑥2 ⋅ 𝑥2

3

…

𝑚, 𝑛 ∈ ℕ
𝑖𝑘 ∈ 𝐼
𝑗𝑘 ∈ 𝐽
𝐼, 𝐽 ⊂ ℚ
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Creating models from priors 

Performance models:

𝒙 = {𝑥1, … , 𝑥𝑚}

𝑓 𝒙, 𝑝 = 𝑐1 + 𝑐2 𝑝 + 𝑐3 ⋅ 𝑥1 + 𝑥2
2

𝐵 𝒙, 𝑝 = 𝑐1 + 𝑐2 ⋅ 𝑥1 ⋅ 𝑥2

Process count (x1)

Problem size (x2)

Order of a solver (x3)

Result precision (x4)

…

Multi-parameter

Performance

models

Independent or 

compounded 

effect?

Bytes

Basic-blocks



▪ Communication
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Creating models from priors 

MPI function Expected runtime Ref.

Send 𝑓 𝒙, 𝑝 = 𝛼 + 𝐵 𝒙, 𝑝 ⋅ 𝛽 [5]

Receive

Broadcast 𝑓 𝒙, 𝑝 = log2(𝑝) ⋅ 𝛼 + 𝐵 𝒙, 𝑝 ⋅ 𝛽 [6]

Scatter 
𝑓 𝒙, 𝑝 = log2(𝑝) ⋅ 𝛼 + 𝐵 𝒙, 𝑝 ⋅

𝑝 − 1

𝑝
⋅ 𝛽

[6]

Gather

Allgather

Reduce
𝑓 𝒙, 𝑝 = log2(𝑝) ⋅ 𝛼 + 𝛽 +

𝑝 − 1

𝑝
⋅ 𝛾 ⋅ 𝐵 𝒙, 𝑝

[6]

Allreduce

Summary

𝑓 𝒙, 𝑝 Prior model

𝐵 𝒙, 𝑝 Bytes model

𝒙 Input parameters

𝑝 MPI ranks

𝛼 Latency

𝛽 Bandwidth

𝛾 Computation cost
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Creating models from priors 

Noise-resilient prior:

𝑓 𝒙, 𝑝
Linear regression:

fit 𝑓 𝒙, 𝑝 coefficients 

Noise-sensitive data:

(e.g., time and energy)

Extra-P
Software-counter–based 

(SWC-based)

performance modeling:

𝐹 𝒙, 𝑝



▪ Example
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Creating models from priors 
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Benefits

Accuracy 

Robustness to noise

Experimental cost
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Evaluation

Comparison baseline

SWC-based

Classic

DNN-based [6]

Test systems

Lichtenberg II Cluster

Jureca-DC Cluster

Accuracy metrics

Exponent deviation (ED)

𝐸𝐷 𝑓1 𝑥𝑖 , 𝑓2 𝑥𝑖 ) = 𝑛1 − 𝑛2|

Relative error (RE)

𝑅𝐸 𝑓1 𝑥𝑖 =
|𝑦𝑖 − 𝑓1(𝑥𝑖)|

𝑦
⋅ 100%



▪ Benchmark Generator for parallel codes

▪ Allows flexibility on the performance behavior

▪ Functions with known theoretical analytical complexity
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Evaluation with synthetic
benchmarks

C++ kernels 

for (int 𝑖 = 0; 𝑖 < 𝑥𝑦; 𝑖 + + ) {

𝑠𝑢𝑚 = 𝑣1 𝑖 + 𝑣2 𝑖 }

for (int 𝑖 = 0; 𝑖 < 𝑥𝑦; 𝑖 + + ) {

𝑎 = 𝑠𝑡𝑑 ∷ max(𝑎, 𝑣1 𝑖 );
𝑣2 𝑖 = 𝑎; }

for (int 𝑖 = 0; 𝑖 < 𝑥; 𝑖 + + ) {

for (int j = 0; 𝑗 < 𝑥; 𝑗 + + ) {

𝑚𝑢𝑙 = 𝑣1 𝑖 ∗ 𝑣2 𝑗 }}

𝑂(𝑥𝑦)

𝑂(𝑥𝑦)

𝑂(𝑥2)



▪ Benchmark Generator
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Evaluation with synthetic
benchmarks

User definition

Input parameter

(e.g., 𝑛)

Individual kernel 

complexity

Multiple kernel 

composition

C++ code Resulting complexity

Kernel 1: MPI Bcast V[𝑛]

Kernel 2: O(𝑛
1

2) 

Kernel 3: O(𝑛1) 

Kernel 4: O(𝑛1)

Kernel 5: O(𝑛0) 

Communication: 

O(log2 p + 𝑛)

Computation:

O(𝑛2)



▪ 200 synthetic functions 

▪ Accuracy 

▪ Exponent deviation: comparing performance models with their theoretical expectation

▪ Relative error

▪ SWC-based: 35% (computation) and 60% (communication) 

▪ Classic: 45% (computation) and 91% (communication) 
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Evaluation with synthetic
benchmarks



▪ Robustness to noise 
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Evaluation with synthetic
benchmarks



▪ Experimental costs
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Evaluation with synthetic
benchmarks



▪ Kripke [7]

▪ Relearn [8]
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Application case studies

Known theoretical 

performance



▪ Application case studies

▪ Accuracy
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Evaluation



▪ Application case studies

▪ Accuracy

▪ Better in 6 out of 8 cases
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Evaluation



▪ Robustness to noise 
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Application case studies



▪ Experimental costs
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Application case studies



▪ Our method accurately captures the computational effort of an 

application in close alignment with its theoretical performance model

▪ We reduce, if not eliminate, the need for multiple time measurements

▪ Under artificial noise, our models maintained stable error rates

▪ Read the full paper at: http://arxiv.org/abs/2504.10996

▪ de Morais, G., Geiß, A., Calotoiu, A., Corbin, G., Tarraf, A., Hoefler, 

T., Mohr, B. and Wolf, F. Denoising Application Performance Models 

with Noise-Resilient Priors. arXiv preprint arXiv:2504.10996, 2025
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Conclusion

http://arxiv.org/abs/2504.10996
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Thank you!
▪ You can contact us via email: extra-p-support@lists.parallel.informatik.tu-

darmstadt.de

▪ Or on GitHub using the issues tool: https://github.com/extra-p/extrap


