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Motivation

• As our software gets more complex, it is getting harder and 
harder to install and operate our performance evaluation 
tools and libraries for HPC-AI workflows on GPUs correctly 
in an integrated and interoperable software stack!
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Solutions

• E4S: An HPC-AI software platform for tool integration

• Frank@UO: A hardware platform for CI for performance tools

• ParaTools Pro for E4STM: A cloud image for tool integration



Extreme-scale Scientific 
Software Stack (E4S)

https://e4s.io
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Motivation

• What are the requirements for performance evaluation tools?
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TAU Performance System®

Portable profiling and tracing toolkit for

performance analysis of HPC parallel programs

• Supports most parallel execution models

• Provides instrumentation and measurement

• Parallel profiling analysis and data mining

• Open source: http://tau.uoregon.edu

TAU runs on most HPC platforms

https://tau.uoregon.edu
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Our performance evaluation tools are getting complex to install! 

• GPU Runtimes: ROCm, CUDA/CUPTI, Intel® oneAPI

• Tool interfaces: ROCprofiler-sdk, CUPTI, Intel Level Zero, OpenCL, MPI_T, OMPT, Kokkos, 
RAJA, Caliper, CAMTimers, PerfStubs, GPTL, phiprof, ittnotify, …

• Tool dependencies:

– DyninstAPI, binutils, libunwind, libdwarf installed just right (-fPIC used to compile .o files in DSOs)

– Languages: C++/C/Fortran, Python, Rust, Chapel

– Tools: Qt5, Java, perl, ruby, autotools, sed, awk, cmake… 

– PAPI, Likwid for hardware performance counter access

– Compilers: LLVM, GNU, Intel, AMD, NVHPC, PrgEnv-{cray,amd,nvidia,intel,gnu-amd} on HPE CPE

– MPI (MVAPICH with MPI_T, zfp compression, GDR, OFI/UCX/EFA)

– Intel TBB

– Boost

– Other third-party libraries (e.g., AWS NeuronX SDK for AWS Trainium and Inferentia nodes) …

• Installing these tools and their dependencies by hand is hard! 
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Tool dependencies: HPCToolkit, DyninstAPI, TAU, OpenFOAM
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How can we build a productive software stack to help tool developers? 

• Tool dependencies should be pre-installed

• A consistent environment that we can share with other tool developers to report bugs

• Can containers help here? 

• Build your tools with the dependencies inside a container

– Same kernel as the host OS

– Can support a different OS

– Docker/podman and Singularity/Apptainer are popular container runtimes

• Need a base container that can provide the dependencies

• E4S provides a rich set of containers with tools and libraries 

• Spack is a versatile package manager for HPC-AI tools and libraries
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About E4S

E4S: Extreme-scale Scientific Software Stack

• E4S, an HPSF project, is an HPC-AI software ecosystem for science and a community effort to provide open-source software 

packages for developing, deploying and running scientific applications on HPC platforms.

• E4S has built a comprehensive, coherent software stack that enables application developers to productively develop highly 

parallel applications that effectively target diverse exascale architectures. 

• E4S provides a curated, Spack based software distribution of 100+ HPC (OpenFOAM, Gromacs, Nek5000, LAMMPS), EDA 

(e.g., Xyce), and AI/ML packages (e.g., NVIDIA NeMoTM, NVIDIA BioNeMoTM, Vllm, HuggingFace CLI, TensorFlow, PyTorch, 

OpenCV, TorchBraid, Scikit-Learn, Pandas, JAX, LBANN with support for GPUs where available).

• Base images and full featured containers (with GPU support).

• Commercial support for E4S through ParaTools, Inc. for installation, maintaining an issue tracker, and application engagement.

• E4S for commercial clouds: Adaptive Computing’s Heidi AI with ParaTools Pro for E4STM image for AWS, GCP, Azure, OCI.

• With E4S Spack binary build caches, E4S supports both bare-metal and containerized deployment for GPU based platforms.

• x86_64, ppc64le (IBM Power 10), aarch64 (ARM64) with support for CPUs and GPUs from NVIDIA, AMD, and Intel

• Container images on DockerHub and E4S website of pre-built binaries of ECP ST products.

• e4s-chain-spack.sh to chain two Spack instances allows us to install new packages in home directory and use other tools.

• e4s-cl container launch tool allows binary distribution of applications by swapping MPI in the containerized app w/ system MPI. 

• e4s-alc is an à la carte tool to customize container images by adding system and Spack packages to an existing image.

• E4S 25.06 released on June 6, 2025: https://e4s.io/talks/E4S_25.06.pdf

https://e4s.io

https://e4s.io/talks/E4S_24.05.pdf
https://e4s.io/
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E4S Download from https://e4s.io
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E4S Container Download from https://e4s.io

• Separate full featured 

Singularity images for 3 

GPU architectures 

• GPU full featured 

images for
– x86_64 (Intel, AMD, 

NVIDIA)
– ppc64le (NVIDIA)
– aarch64 (NVIDIA) 

• Full featured images 

available

on Dockerhub
• 130+ products on 3 

architectures 
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Download E4S 25.06 GPU Container Images: AMD, Intel, and NVIDIA

https://e4s.io
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E4S base container images allow users to customize their containers

https://e4s.io

• Intel oneAPI

• AMD ROCm

• NVIDIA CUDA
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E4S Tools: e4s-cl: Container Launch tool for MPI applications

https://e4s.io/e4s-cl.html

• Distribute your MPI application 

as a binary with an E4S image

• While deploying on a system

substitute the embedded 

containerized MPI in application

with the system/vendor MPI

• Use inter-node network 

interfaces efficiently for near

native performance!
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e4s-cl: A tool to simplify the launch of MPI jobs in E4S containers

https://github.com/E4S-Project/e4s-cl

• E4S containers support replacement of MPI libraries using MPICH ABI compatibility layer and 
Wi4MPI [CEA] for OpenMPI replacement. 

• Applications binaries built using E4S can be launched with Singularity using MPI library 
substitution for efficient inter-node communications. 

• e4s-cl is a new tool that simplifies the launch and MPI replacement.

– e4s-cl init --backend [singularity|shifter|docker] --image <file> --source <startup_cmds.sh>

– e4s-cl mpirun -np <N> <command>

• Usage:

% e4s-cl init --backend singularity --image ~/images/e4s-gpu-x86.sif --source ~/source.sh

% cat ~/source.sh

. /spack/share/spack/setup-env.sh

spack load trilinos+cuda cuda_arch=90

% e4s-cl mpirun -np 4 ./a.out
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E4S Tools: E4S à la carte or e4s-alc: Customize container images

https://github.com/E4s-Project/e4s-alc

• Add new system packages
• Add new Spack packages
• Add new tarballs
• Customize the container image
• Start with a base image
• Add packages
• Create a new container image! 
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Spack

• E4S uses the Spack package manager for software delivery

• Spack provides the ability to specify versions of software packages that are and are not 

interoperable. 

• Spack is a build layer for not only E4S software, but also a large collection of software tools 

and libraries outside of ECP ST. 

• Spack supports achieving and maintaining interoperability between ST software packages.

• https://spack.io

https://spack.io/
https://spack.io/
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• How to install Spack (works out of the box):

• How to install a package:

• TAU and its dependencies are installed 
within the Spack directory.

• Unlike typical package managers, Spack can also install 
many variants of the same build.

– Different compilers

– Different MPI implementations

– Different build options

Spack is a flexible package manager for HPC

$ git clone https://github.com/spack/spack
$ . spack/share/spack/setup-env.sh

$ spack install tau

github.com/spack/spack

Visit spack.io

https://github.com/LLNL/spack.git
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• Each expression is a spec for a particular configuration

– Each clause adds a constraint to the spec

– Constraints are optional – specify only what you need.

– Customize install on the command line!

• Spec syntax is recursive

– Full control over the combinatorial build space

Spack provides the spec syntax to describe custom configurations

$ spack install tau unconstrained

$ spack install tau@2.34.1 @ custom version

$ spack install tau@2.34.1 %gcc@12.4.0 % custom compiler

$ spack install tau@2.34.1 %gcc@12.4.0 +rocm +/- build option

$ spack install tau@2.34.1 %gcc@12.4.0 +mpi ^mvapich2@4.0    ^ dependency information

$ git clone https://github.com/spack/spack
$ . spack/share/spack/setup-env.sh
$ spack compiler find # set up compilers
$ spack external find # set up external packages

https://github.com/LLNL/spack.git
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• Spack simplifies HPC software for:

– Users

– Developers

– Cluster installations

– The largest HPC facilities

• Spack is central to HPSF’s software strategy

– Enable software reuse for developers and users

– Allow the facilities to consume the entire E4S

• The roadmap is packed with new features:

– Building the software distribution

– Better workflows for building containers

– Stacks for facilities

– Chains for rapid dev workflow

– Optimized binaries

– Better dependency resolution

The Spack community is growing rapidly

github.com/spack/spack

Visit spack.io
hpsf.io
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E4S Tools: e4s-chain-spack.sh to customize software stack

https://e4s.io

Specify location of downstream
Spack installation directory

Source downstream Spack’s
setup-env.sh

Install a new Spack package 
in downstream Spack directory

Load new package (valgrind)
using spack load
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E4S Tools: e4s-chain-spack.sh to customize software stack

https://e4s.io

Downstream Spack’s package
is loaded in your environment

e4s-chain-spack.sh helps 
customize the software stack
using upstream /spack
(read-only in the container) for
package dependencies while
installing a new package in the
downstream Spack in your 
writable home directory.    
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E4S 25.06 image for NVIDIA H100 GPU on x86_64

https://e4s.io
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E4S 25.06 image for NVIDIA GPUs (x86_64)

https://e4s.io
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E4S 25.06 image for NVIDIA GPUs (x86_64)

https://e4s.io
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NVIDIA® BioNeMoTM Framework on E4S 25.06 CUDA x86_64 

https://e4s.io
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E4S 25.06 image for CUDA and x86_64 with VSCodium IDE

https://e4s.io

• NVIDIA H100 (cuda90) GPU on x86_64
• Jupyter Notebook in VSCodium IDE
• Running NVIDIA® BioNeMoTM Framework

for biopharma workflows
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Creating a Chatbot using Vllm using E4S 25.06 image for x86_64

https://e4s.io

• NVIDIA H100 
(cuda90) GPU 
on x86_64

• Vllm chatbot 
running after 
huggingface-cli 
login

• Using local 
H100 GPU
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GPU accelerated 3D graphics using E4S 25.06 image for x86_64

https://e4s.io

• Rendering on an 
NVIDIA  A100 
(cuda80) GPU on 
x86_64

• ParaView
• Using Adaptive 

Computing’s 
Heidi/ODDC 
remote desktop 



Frank@UO: 
A hardware platform for CI for 
performance tools

https://oaciss.uoregon.edu/frank

@
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Why is Continuous Integration (CI) infrastructure critical? 

•Faster development and delivery

– Integrate code changes frequently

– Receive immediate feedback on their work

– Deploy code to production faster

• Improved Code Quality

– Automated testing

– Consistent builds

– Early bug detection

•Continuous improvement

•Risk reduction
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What hardware do our performance tools projects need for CI testing?

•GPUs from multiple vendors: NVIDIA, AMD, Intel

– Different GPU architectures: 

• NVIDIA GH200, H100, A100, V100,…

• AMD MI300A, MI210, MI100, MI50, …

• Intel Data Center Max GPU 1100 series (PVC), DG1, A770, B580,… 

•Operating Systems and Programming Environments

– HPE Cray Programming Environment 

– RHEL, Debian, Ubuntu, SLES, … 

– GNU, AMD, NIVIDIA, Intel, LLVM compilers with MVAPICH, Cray-mpich, Intel MPI, …

•Network interconnects

– NDR, HDR, EDR Infiniband

– 100Gbps Ethernet

– Two identical nodes for multi-node testing
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Frank@UO
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* LLNL-PRES-637654. Slide credit: Todd Gamblin, LLNL 
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Nightly Trilinos CI using E4S containers on 12 GPU architectures
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Nightly Trilinos CI using E4S on MI300A GPU: 449 tests
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Nightly Trilinos CI using E4S containers on NVIDIA Blackwell GPU
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Monitoring Spack PR jobs on UO and AWS runners

https://stats.e4s.io
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GPU jobs run on Frank@UO last week by GPU architecture

https://stats.e4s.io
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Monitoring Spack PR jobs on UO and AWS runners

https://stats.e4s.io

Data collected for past 24 hours on 7/7/2025

UO: 65% jobs, AWS: 35%
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Monitoring Spack PR job failures on UO and AWS runners

https://stats.e4s.io

Job failures in the last 24 hours

Data collected on 7/7/2025



ParaTools Pro for E4STM:
A cloud image for tool 
interoperability

https://paratoolspro.com
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Key considerations for cloud-based deployment for E4S

• MPI - the core inter-node communication library has several implementations

– Intel MPI, MVAPICH2-X, OpenMPI

– Interfacing MPI with the job scheduling package (MOAB, Torque, SLURM)

• Cloud providers have different inter-node network adapters:

– Elastic Fabric Adapter (EFA) on AWS

– Infiniband on Azure

– Mellanox Connect-X 5 Ethernet (ROCE) on Oracle Cloud Infrastructure (OCI)

– IPU on Google Cloud (GCP)

• Intra-node communication with XPMEM (driver and kernel module support is critical)

• GPU Direct Async (GDR) support for communication between GPUs in MVPICH-Plus release

• ParaTools, Inc. building E4S optimized with MVAPICH-Plus for AWS, OCI, GCP, and Azure

• Using Adaptive Computing, Inc.’s Heidi/ODDC to launch E4S jobs on multiple cloud providers!
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E4S on Commercial Cloud Platforms: ParaTools Pro for E4STM

https://paratoolspro.com and https://www.energy.gov/technologytransitions/sbirsttr

• ParaTools Pro for E4STM*

images in vendor marketplaces

support: 

• AWS

• Azure

• Google Cloud (GCP)

• Oracle Cloud Infrastructure (OCI)

• Supports SLURM and Torque for 

scheduling jobs on multi-node 

GPU accelerated nodes

• Shared GPU accelerated login node

with a VNC based remote desktop

• Adaptive Computing’s Heidi/ODDC

• AWS PCS and PC (x86, ARM64)

• Azure Cyclecloud

• Google GCluster

* Acknowledgment:
Supported by 
DOE SBIR Phase I and II
DE-SC0022502

https://paratoolspro.com/
https://www.energy.gov/technologytransitions/sbirsttr


46

E4S on Adaptive Computing’s Heidi AI/On Demand Data Center (ODDC)

https://adaptivecomputing.com

• ParaTools Pro for E4STM

images in commercial cloud marketplaces

launched using Heidi

• Supports Torque for 

scheduling jobs on multi-node 

GPU accelerated nodes

• Shared GPU accelerated login node

with a VNC based remote desktop
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ParaTools Pro for E4STM on Commercial Clouds: AWS Marketplace 

ParaTools Pro for E4STM

on AWS supports 

• AWS Trainium and Inferentia

custom AI hardware with 

NeuronX SDK

• AWS PCS and PC on 

x86_64 and aarch64 nodes

• NVIDIA GPUs 

• SLURM (PCS and PC) and

Torque (ODDC node/server)

• Also on AWS Marketplace in 

GovCloud (US East & West)

• Elastic Fabric Adapter (EFA)

• MVAPICH MPI 

[X-ScaleSolutions, LLC and 

The Ohio State University]
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ParaTools Pro for E4STM on Commercial Clouds: Azure 
Marketplace ParaTools Pro for E4STM

on Azure Marketplace supports

• SLURM (Azure CycleCloud) and

Torque schedulers

(Adaptive Computing’s ODDC)

• Support for Infiniband Network

adapter 
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ParaTools Pro for E4STM on Google Cloud  Marketplace

ParaTools Pro for E4STM

Google Cloud Marketplace supports

• SLURM (GCluster) and

Torque schedulers

(Adaptive Computing’s ODDC)

• Support for Google IPU network

adapters
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ParaTools Pro for E4STM on Oracle Cloud Marketplace 
ParaTools Pro for E4STM

for Oracle Cloud Infrastructure 

(OCI) Marketplace

supports Torque (ODDC) and 

RDMA over Converged Ethernet

(RoCE) network adapters and 

GPUs on login and compute nodes  
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Can E4S help provide a stable platform for tool development?

• Bare-metal installation as well as containers built with 
Spack

• Base containers that can be customized with e4s-alc

• Replace MPI in containerized E4S application with system 
MPI using e4s-cl

• Support for commercial cloud platforms

• What are we missing?  
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E4S: An HPC-AI Software Ecosystem for Science! 

https://e4s.io



53

Acknowledgment

• This work was supported by the U.S. Department of Energy, Office of Science, Advanced 

Computing Research, through the Next-Generation Scientific Software Technologies (NGSST) 

under contract DE-AC02-AC05-00OR22725, DOE SBIR DE-SC0022502, and NNSA Sandia 

contract 2542488. 

• https://science.osti.gov/ascr

• https://pesoproject.org

• https://ascr-step.org

• https://hpsf.io

• https://www.energy.gov/technologytransitions/sbirsttr

https://science.osti.gov/ascr
https://science.osti.gov/ascr
https://pesoproject.org/
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Thank you

This research was supported by the Exascale Computing Project (17-SC-20-SC), a joint project of 
the U.S. Department of Energy’s Office of Science and National Nuclear Security Administration, 
responsible for delivering a capable exascale ecosystem, including software, applications, and 
hardware technology, to support the nation’s exascale computing imperative.

Thank you to all collaborators in the ECP and broader computational science communities. The 
work discussed in this presentation represents creative contributions of many people who are 
passionately working toward next-generation computational science. 

https://www.exascaleproject.org

https://www.exascaleproject.org/
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